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The Rise of Internet Data Centres (IDCs)
Digital Technology — Cloud and Mobile
The Internet of Things (loT)

Improved Functionality
Security
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The Rise of Internet Data Centres (IDCs)
« Global visualization and big data

What Makes a Smart City?
Multiple Applications Create Big Data

Connected Plane U5 “.‘:"
40 TB per day (0.1% transmtted) % T ‘
Connected Factory ' A city of
1 PB per day (0.2% transmitted) one million
will generate
{ 200 million gigabytes
Public Safety ‘ of data per day
50 PB per day (<0.1% transmitted) by 2020 2
\
Weather Sensors O 4
10 MB per day (5% transmitted) ';:' ,‘
‘ [ "

Source: Cisco Global Cloud Index, 2015-2020

UNERETY SUSIMSRUERIE, RISE OF INTERNET DATA CENTRES UN@

w—
q
e

environment

I

Intelligent Building

275 GB per day (1% transmitted)

Smart Hospital

5 TB per day (0.1% transmitted)

70 GB per day (0.1% transmitted)

5 GB per day (1% transmitted)

1|
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' ' , ) 4 ¢ IDCs are everywhere:
' , The mapping of IDCs in 2013
, ? ' ,

. ! showed they are expanding
Oy V-9 No matter in big countries like
§ \ I / USA, or small regions like
Asia Hongkong. We are well

- connected by IDCs

~_ (Data Center Map, 2013) Hong Kong data centres

Data centre colocation capacity: New Territories North
Regional distribution in 2016

Kowloon
West
21% Kowloon

(12 centres) 7% East
(4 centres) -
Kwan O

30%
(17 centres) 23% Hong Kong
(13 centres) Island
b 18%
LA { (10 centres)

TOTAL NUMBER OF CENTRES: 56

IDCs by fiber optics connections Sourtstrcture R scup
Soufrce:-Fiberlocatorl-Sugarioaf-Associates LLC
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Higher WOI‘kloadS in |DCS B Traditional Data Center (3% CAGR)

600  m Cloud Data Center (26% CAGR)

 Workloads: By 2020, 92 500 &%

. 92%
percent of workloads will be notaled
.‘a'tr'or!clluad 300
processed by cloud data "M a0
centers or IDCs. N 75
¢ Workload denSIty grOW from 0 2015 2016 2017 2018 2019 2020

7.3 in 2015 to 11.9 by 2020 Source: Cisco Global Cloud Index, 201 5-2020.

14 m Traditional Data Center
B Cloud Data Center

12 1.9 Workloads

10 per Server
Average e
Workload 6

Density

4

s Workloads

A — — 15  per Server

2015 2016 2017 2018 2019 2020
Source:. Cisco Global Cloud Index, 2015-2020.
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600 50%
Hyperscale IDCs N e
- Hyperscale data centers will o 5 [
. % Share
grow from 259 in number at .. 30% of Data
Data Centers L 25% S:r:teer.;
the end of 2015 to 485 by » 20% (inatalled
Base)
2020. o
100 °
» They will account for 83 i o
percent Of the pUb“C ClOUd 2015 2016 2017 2018 2019 2020
server installed base in 2020 | |
500 - ] ?glqclcliééaliz')st and Africa

and 86 percent of public cloud
workloads.

Central and Eastern
Europe (0.4%,1.4%)

B Latin America (3.9%,
4.5%)

B Western Europe (16%,
17%)

B Asia Pacific (29%,
33%)

B North America (51%,
43%)

A00 +
Hyperscale 3pp -
Data Centers

200 A

100 -

0 4

2015 2016 2017 2018 2019 2020

MNote: Percentages within parentheses refer to relative share for 2015 and 2020.

Source: Cisco Global Cloud Index, 2015-2020; Synergy Resesarch.
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Hyperscale IDCs :

» Hyperscale IDCs with largest™
In size and fastest in i
computing speed are located
all over the world. y

 44% of hyperscale IDCs are =iy
located in USA.

Others 26%

Germany TR 59
Australia i 5%
United Kingdom = 6%
Japan @ 6%

-----

VIBORG,
||||||

environment

KOTU-KU

TORYD, JAPAN
. Ul.lclumuﬂmﬂ PARK

BILL“" 4
3@'-'—‘\4 :

44% 2E |nited States

400

2018

Est. worldwide total

8% Bl China

w—
q
=
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Hyperscale [DCs

¢ They WI” represent 47 of all data center servers 21%

percent Of a” InStaHEd data of all data center processing power 39%
center servers by 2020.

° Ma|n|y |0Cated |n NOI"[h of all data stored in data centers 49%
Amenca, ASla and Western of all data center traffic 4%
Eu rope Source: Cisco Global Cloud Index, 2015-2020.
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Today:

Hyperscale Data Center Operators 600 1
Data Center Locations by Country - December 2016 =i B Middle East and Africa
China

(0%,0.8%)
Central and Eastern
Europe (0.4%,1.4%)

B | atin America (3.9%,

8%

400 ~

= DHyp%chale 300 - 4.5%)
us AZ LEEE B \Western Europe (16%,
5% e~ 200 - 17%)
m Ao .
Asia Pacific (29%,
% 100 - e
B North America (51%,
Ny S | 43%)
9 Germany 0
e 2015 2016 2017 2018 2019 2020
< Mote: Percentages within parentheses refer to relative share for 2015 and 2020.
Other Hong K Netherlands
Source: Synecgy Research Group dich Source: Cisco Global Cloud Index, 2015-2020; Synergy Research.
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E I ECtn C | ty WORLDWIDE DATA CENTER FACILITIES - POWER NEEDS IN GW

- The electricity capacity for IDCs - ”‘"
will increase around 25-30%, .
comparing 2020 to 2016 N s -f m Wj E | -
For the cases in USA, electricity -=ull}

41%

consumption of hyperscale IDC . . . 11 i l i I I N
double, comparing 2020 to 2016 e

With no dlewdown in new facility construction, data centers worldwide will have an

« Total water consumption in IDCs in USA.

= Latie America |

]
1forecast -->

1 > " Hyperscale SP center
700 X forecast

3
g 70 » [F
= " Hyperscale SP center X “ High-end SP center
<= c
2 600 # High-end SP center S 60 ¥ High-end internal center
: i H = N s
-g 500 ¥ High-end internal center % 50 T : # Midtier SP center
z o ' Midtier SP center 3 B Midtier internal center
= 400 ¥ Midtier internal center 240 & . .
H G “ Localized SP center
i “ Localized SP center E
g 300 o @ 30 e ¥ Localized internal center
3 | " localized internal center ko .
S 200 #POP room g % 4 #POP room
i €
‘2 ¥ internal room g ¥ internal room
= 100 # POP closet E 10 " # POP closet
| -

0
2006 2008 2010 2012 2014 2016 2018 2020

M nternal closet

0 B |nternal closet

2006 2008 2010 2012 2014 2016 2018 2020
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33% of the total energy consumption is related to the
chillers

DT

e

il

Powef consumption in a Data Center

Chiller

Lighting

IT Equipment
Humidification

Powar Distribution Units
CRAC
Switchgear/genarator
UPS

dU3%55%3

3333

Cooling _;CMmr_

Switching CRACs Lighting
\ Distribution Chillers Heating
Facility Power UPS BMS

Condensers

Battery Cooling Towers Security
backups DX systems Fire Supp
generators Pumps
10% - 36% 4%
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Efficiency Strategies

B Electrical Losses

¥ Powering Server Equipment

Electrical
Losses

Powering
Server

Equipment

Typical Data Center

*Qutside air economizers
sExpanded temperature setpoints
sEfficient cooling equipment
*Consolodation (hot/cold aisles)

«Efficient hardware with V5D fans

*Optimized power distributiuon -
invest in efficienct power supplies
and voltage regulator circuitry

sVirtulaization

HE
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Energy efficiency trends Electricity usage (TWh) of Data Centers 2010-2030
The energy efficiency of IDCs is
expected to improve at least 5%
annually. [

The expected average efficiency ... |

will improve from 0.135 kWh/GB I
in 2010 to 0.014kWh/GB

Need to use renewable energy,

high-efficient IT hardware and ‘
innovative cooling technologies, = = = =

Table 2. Electricity intensity roadmap for networks and data centers 2010, 2020 and 2030.

7,933

2,967

- 1,137

-~

2010 (kWh/GB) 2020 (KWh/GB) 2030 (KWh/GB) Reduction of electricity intensity 2030 compared to 2010

FAN wired 0.50 0.11-0.28 0.061-0.17 66%—87%
FAN Wi-Fi 0.36 0.07-0.17 0.014-0.10 72%—-96%
WAN 6-15 0.047-1.04 0.002-0.048 >99%
Data centers  0.13-0.14 0.027-0.085 0.014-0.051 64-89%

Source: On Global Electricity Usage of Communication Technology: Trends to 2030
https://www.mdpi.com/2078-1547/6/1/117/htm _—
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Cooling systems
 Even though understood the importance of efficiency, more IDCs are
tackling inefficient cooling systems in IDCs, when considering investment

Advanced cooling technology adoption

Minimal | Major
Investment Investment

Z %o
h Source: Uptime Institute

Data Center Industry

Hat ar cold alsle  Increasad senyer Wanabla Alr skie Watar side Adiabatic o Liquid cooling
cartainment inlat ar temps frequency dives  economizabion  economizatian avaparative
i Survey 2014
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Free cooling
Based on ASHRAE TC 9.9, it is possible for IDCs to utilize year-round
cooling.
Free cooling is not entirely free, since even air-side economization
requires energy to move air, rotate a heat wheel, and so on.
Annual average PUE can be reduced 20%-30%

S
e — o
By -~ e
s J':":\E\'tw ‘?;E-Fx’.'{'_ -

h
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District energy system
Use cogeneration system to provide electricity, cooling to IDCs.
The primary energy efficiency should be raise up to 70%, comparing to
conventional system of 40%
Reuse the heat from IDC to support the district heating system.

Conventional Combined Heat & Power:
Generation: 5 MW Natural Gas
Combustion Turbine
Losses
Power W)
Etuitlmn Power i
.—’ ;
(98) Pt m Combined
EFFICIENCY: 31% HeatAnd | .0
Power = i
(58) EFFICIENCY: 80% —CHP—

Heat —P» — Heat —
Boiler > E
Fuel Losses Losses
H _
Boiler (11) (25)

-« TOTAL EFFICIENCY...
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Thank you very much

Zhuolun Chen
Senior Advisor, Ph.D., LEED AP
zhchen@dtu.dk
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