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The Rise of Internet Data Centres (IDCs)
Digital Technology — Cloud and Mobile
The Internet of Things (loT)

Improved Functionality
Security
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The Rise of Internet Data Centres (IDCs)
« Global visualization and big data

What Makes a Smart City?
Multiple Applications Create Big Data

Connected Plane U5 “.‘:"
40 TB per day (0.1% transmtted) % T ‘
Connected Factory ' A city of
1 PB per day (0.2% transmitted) one million
will generate
{ 200 million gigabytes
Public Safety ‘ of data per day
50 PB per day (<0.1% transmitted) by 2020 2
\
Weather Sensors O 4
10 MB per day (5% transmitted) ';:' ,‘
‘ [ "

Source: Cisco Global Cloud Index, 2015-2020
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Intelligent Building

275 GB per day (1% transmitted)

Smart Hospital

5 TB per day (0.1% transmitted)

70 GB per day (0.1% transmitted)

5 GB per day (1% transmitted)
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Higher WOI‘kloadS in |DCS B Traditional Data Center (3% CAGR)

600 W Cloud Data Center (26% CAGR)

 Workloads: By 2020, 92 500 &%

. 92%
percent of workloads will be notaled
.‘a'tr'or!clluad 300
processed by cloud data "M a0
centers or IDCs. N 75
¢ Workload denSIty grOW from 0 2015 2016 2017 2018 2019 2020

7.3 in 2015 to 11.9 by 2020 Source: Cisco Global Cloud Index, 2015-2020.

14 m Traditional Data Center
B Cloud Data Center

12 1.9 Workloads

10 per Server
Average e
Workload 6

Density

4

s Workloads

A — — 15  per Server

2015 2016 2017 2018 2019 2020
Source:. Cisco Global Cloud Index, 2015-2020.
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600 50%
Hyperscale IDCs N e
- Hyperscale data centers will o 5 [
. % Share
grow from 259 in number at .. 30% o Data
Data Centers L 25% S:r:teer.;
the end of 2015 to 485 by » 20% (inatalled
Base)
2020. o
100 °
» They will account for 83 ] o
percent Of the pUb“C ClOUd 2015 2016 2017 2018 2019 2020
server installed base in 2020 | |
500 - ] ?glqclcliééaliz')st and Africa

and 86 percent of public cloud
workloads.

Central and Eastern
Europe (0.4%,1.4%)

B Latin America (3.9%,
4.5%)

B Western Europe (16%,
17%)

B Asia Pacific (29%,
33%)

B North America (51%,
43%)

A00 +
Hyperscale zpp -
Data Centers

200 A

100 -

0 4

2015 2016 2017 2018 2019 2020

MNote: Percentages within parentheses refer to relative share for 2015 and 2020.

Source: Cisco Global Cloud Index, 2015-2020; Synergy Resesarch.
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Hyperscale IDCs

o They will represent 47 of all data center servers 21%
percent of all installed data JRNCEOMN o o cata center processing power 20%

Center servers by 2020 of all data stored in data centers 49%

‘ Mamly |Ocat6d n North of all data center traffic 34%
Amerlca! ASIa and WeSternSource: Cisco Global Cloud Index, 2015-2020.
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Today:

500 - B Middle East and Africa

o (0%,0.8%)
400 - Central and Eastern
Europe (0.4%,1.4%)
B | atin America (3.9%,
Hyperscale 300 - 4.5%)
Data Centers B Western Europe (16%,
200 - 17%)
B Asia Pacific (29%,
100 - 33%)
B MNorth America (51%,
0 - 43%)

2015 2016 2017 2018 2019 2020

Mote: Percentages within parentheses refer to relative share for 2015 and 2020.

Source: Cisco Global Cloud Index, 2015-2020; Synergy Research.
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E I ECtn C | ty WORLDWIDE DATA CENTER FACILITIES - POWER NEEDS IN GW

- The electricity capacity for IDCs - ”‘"
will increase around 25-30%, .
comparing 2020 to 2016 N s -f m Wj E | -
For the cases in USA, electricity -=ull}

41%

consumption of hyperscale IDC . . . 11 i l i I I N
double, comparing 2020 to 2016 e

With no dlewdown in new facility construction, data centers worldwide will have an

« Total water consumption in IDCs in USA.

= Latie America |

]
1forecast -->

1 > " Hyperscale SP center
700 X forecast

2

=R .
= " Hyperscale SP center X “ High-end SP center
~ £
g 600 “ High-end SP center S 60 ¥ High-end internal center
= =
= 500 ¥ High-end internal center % 50 T # Midtier SP center
Kl : o :
3 o ' Midtier SP center 3 B Midtier internal center
e 400 ¥ Midtier internal center 240 & . .
g ] " Localized SP center
' “ Localized SP center E
g 300 o @ 30 e, " Localized internal center
3 " Localized internal center 3 “
g . P #POP room
§ 200 #POP room g % .

| €
‘2 ¥ internal room g ¥ internal room
s 100 #POP closet S0 7 #POP closet
| -

0
2006 2008 2010 2012 2014 2016 2018 2020

M nternal closet

0 B |nternal closet

2006 2008 2010 2012 2014 2016 2018 2020
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Standards and certification systems

e Singapore Standard SS564:2010 Green Data

NERGEIGCR Centers
e ASHRAE 90.4-2016 and TC 9.9

e |T Service Management System (ITSMS)
ISO/IEC 20000

e Benchmarking for Data Center Infrastructure
—US DOE

Regulations

e LEED for data centre

Certification [
J gy Star
systems Rz
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PUE: Power Usage Effectiveness

Indicators for energy efficiency Suilding Losd
- Power Usage Effectiveness (PUE) e

Total Power IT

Facility * Switchgear Equipment
EneErg:_% : lszl:tstery Energy
Average self-reported PUEs e E

Coorlil‘urlg

* Chillers

1.89 * CRACs
=NEtc

Total Facility Energy

PUE =
IT EQuipment Energy

3.0 33% Very Inefficient

Source: Uptime Institute Data Center
g 25 40% Inefficient

Industry Survey 2014

2.0 20% Average

1.5 67% Efficient

1.2 83% Very Efficient
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Indicators for energy efficiency
PUE-Limitaions
Not measure in carbon intensity or water usage
Not consider the differences in IT equipment of T1/T2/T3/T4
Not consider the IT load changes
Not consider the efficiency of IT components themselves
Not consider usage of renewable energy or waste heat
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Indicators for energy efficiency
other indicators
Carbon Usage Effectiveness (CUE)
Mechanical Load Component (MLC) (by ASHRAE 90.4)
Electrical Loss Component (ELC) (by ASHRAE 90.4)
Data Center Productivity(DCP) (by Green Grid)
Data Center energy Productivity (DCeP) (by Green Grid)
Corporate Average Data center Efficiency (CADE) (by Uptime Institute
and McKinsey)
Performance per Watt (PPW) (by JouleX)
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" Space Cooling

TECHNOLOGIES IN IDC
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Efficiency Strategies

B Electrical Losses

¥ Powering Server Equipment

Typical Data Center

Electrical
Losses

Powering
Server

Equipment

*Qutside air economizers
*Expanded temperature setpoints
sEfficient cooling equipment
*Consolodation (hot/cold aisles)

eEfficient hardware with VSD fans

*Optimized power distributiuon -
invest in efficienct power supplies
and voltage regulator circuitry

*Virtulaization

HE
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Cooling systems
 Even though understood the importance of efficiency, more IDCs are
tackling inefficient cooling systems in IDCs, when considering investment

Advanced cooling technology adoption

Minimal | Major
Investment Investment

Z %o
h Source: Uptime Institute

Data Center Industry

Hat ar cold alsle  Increasad senyer Wanabla Alr skie Watar side Adiabatic o Liquid cooling
cartainment inlat ar temps frequency dives  economizabion  economizatian avaparative
i Survey 2014
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Free cooling
Based on ASHRAE TC 9.9, it is possible for IDCs to utilize year-round
cooling.
Free cooling is not entirely free, since even air-side economization
requires energy to move air, rotate a heat wheel, and so on.
Annual average PUE can be reduced 20%-30%
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District energy system
Use cogeneration system to provide electricity, cooling to IDCs.
The primary energy efficiency should be raise up to 70%, comparing to
conventional system of 40%

Conventional Combined Heat & Power:
Generation: 5 MW Natural Gas
Combustion Turbine
Losses
Power (68)
N N
t
'(93}—’ an E m Combined
EFFICIENCY: 31% HeatAnd | o5
Power = Pl
EFFICIENCY 80% —CHP —

(56)
. » Heat —pp 44— Heat ——
Boiler E
Fuel _ Losses < Losses
Boiler T (25)

.. TOTAL EFFICIENCY...
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Building Information Modeling (BIM)

* Projects are better coordinated

« Ability to identify and assess problems faster.
* Improved management of design preparation.
« Easier maintenance.
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1. How to balance efficiency and reliability?
Reliability of energy is the first priority in IDCs.
Tier ranks of IDCs in TIA standard only consider standalone systems
For hyper-scale IDCs, several clusters of IDC buildings are constructed
together. It is possible to have shared system, including backup, cooling,
thermal storage, water treatment etc.
Energy

Consumption

Reliability

h
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2. How to integrate energy systems in a district level (District Energy
System, DES) with IDCs to increase energy efficiency?
 Development of IDCs is going to be coupled and hyper scaled for higher
workloads and better supply of electricity, water etc.
 Reuse waste heat from IDCs to district heating system
« Use tri-generation systems to provide electricity and cooling to IDCs
» Use district cooling systems to provide cooling to IDCs

CONNECTING _—— WASTE CONNECTING
RENEWABLE : INCINERATION mmz=  SOURCESOF
ELECTRICITY "FREE
GENERATION

CoOLNG™ = |

CONNECTING e * [l connective
COMMERCIAL = || RESIDENTIAL
i - CUSTOMERS

S

CONNECTING
INDUSTRIAL DEMAND

Fo=—-- I i E— A\t G . —— 1 ool
SOLAR THERMAL CAPTURING WASTE HEAT FRAM ABSORPTION CHILLER COMBINED HEAT AND
CONNECTED TO (o | SEWAGE AND WASTEWATER CAPTURING POWER (CHP) PLANT
o » WASTE HEAT 4 ee—
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Thank you very much

Zhuolun Chen
Senior Advisor, Ph.D., LEED AP
zhchen@dtu.dk
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